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This contribution discusses the architecture requirement related to database technology.
1. Discussion
The next generation system will meet new and unprecedented demands and provide the extreme user experience for subscribers, in which case the data distributed in the network is not only used to meet the basic requirements of the network service, but also fully exploited to optimize network performance and support personalized network experience, according to the NGMN 5G whitepaper:
· The 5G system should be able to access, monitor and process various pieces of information in order to optimise its operation, in particular: Instantaneous network conditions to optimally connect and route user traffic in a dynamic manner; Service / application traffic characteristics, so that operator policy/control can be enforced in a timely manner to optimize traffic flows.
· In addition, the operator of the 5G system should be able to securely collect information that can enhance user experience and service experience (e.g. speed, location) via data analytics.
To meet this requirement, the massive amounts of data generated in the network (e.g. network capacity and real-time available resources, real-time traffic distribution, etc.) should be captured in real time and analysed in a more efficient way.
Furthermore, with the introduction of NFV and other cloud technologies, the data storage and management in the next generation system should be designed and implemented in such a manner that is suitable for the introduced technologies in order to assure maximum flexibility and scalability, which is suggested in the NGMN 5G whitepaper: 
· The network functions should be scalable such that capacity is provided when and where needed. Even when particular functions or nodes become unavailable, e.g., due to disaster events, the system should support graceful degradation instead of complete service interruption. To improve such robustness, state information should be split from functions and nodes, so that contexts could be easily relocated and restored even in failure events.
· Session/user state in core nodes needs to be stored in a remote location leaving core nodes to perform processing duties only. If one node fails, another node can simply look up the states in the remote database and instantaneously take over from the failed node. Reliability/redundancy of the database system storing the states is crucial. Latency impacts associated with remote state retrieval must be minimized. 

Based on above requirements, the 5G network need to consider the management of various data, e.g. user subscription, session/user state contexts, network traffic characteristics, etc.

Database has been widely employed in today’s cloud or IT systems. Several characteristics of the state-of-the-art database technology make it suitable for the could-based infrastructure:

· High Performance: As data can be located near the site of greatest demand, and the database systems themselves are parallelized, allowing load on the databases to be balanced among servers, it can efficiently support massive data access and update. 

· High Scalability: The storage nodes could be added as needed to achieve a high scalability of storage capacity, which makes it qualified for massive data storage and analysis.

· High reliability: The data redundancy and replication mechanisms can be applied to ensure high reliability and availability of the storage data.
As the database technologies are pretty sophisticated for cloud-based infrastructures and big data handling, the 5G network architecture should investigate on how to reuse these database technologies to achieve the above system requirements, which is more efficient than developing new specific data processing technologies with high effort. 
The leveraging of database technologies impacts the design of network functions. For example, if the data (e.g. user location) can be stored and synchronized in a distributed database, the different network functions can access the data via a database node nearby, without additional signals to the originator (e.g. Mobility Management Function). If the contexts for session management can be stored in a database, the user session can be easily restored once the session management function failed without considering 1+1 backup mechanism. Therefore, the design of network functions need to consider the employment of start-of-the-art database technologies. 
2. Proposal
It is proposed to add the following architecture requirement to the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of 1st changes * * * *

4.1
High level Architectural Requirements

Editor's Note: This clause will document high-level architectural requirements that guide the architecture study.

The architecture of the “NexGen” network shall

1
Support the new RAT(s), the evolved LTE, and non-3GPP access types. GERAN and UTRAN is not supported.

a)
As part of non 3GPP access types, WLAN access and Fixed access shall be supported. Support for satellite access is FFS.

2
Support unified authentication framework for different access systems. 

3
Support multiple simultaneous connections of an UE via multiple access technologies.

4
Allow independent evolutions of core network and RAN, and minimize access dependencies.

5
Support a separation of Control plane and User plane functions.

6
Support IP connectivity services and connectivity services for data units other than IP, which ones are FFS.

7
Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity and flexibility for offering new services.
8
Support flexible, scalable and reliable storage of user and system related data.
9
Efficiently support different levels of UE mobility (including stationary UE(s)) / service continuity. 

10
Support different levels of resilience for the services provided by the network. 

11
Support different means for reducing UE power consumption while UE is in periods with data traffic as well as in periods without data traffic.

12
Support services that have different latency requirements between the UE and the PDN.

13
Minimize the signalling (and delay) required to start the traffic exchange between the UE and the PDN, i.e. signalling overhead and latency at transition from a period where UE has no data traffic to a period with data traffic.

14
Efficient network support for a large number of UEs in periods without data traffic.

15
Support network sharing.

16
Support roaming.

a)
As part of roaming, the architecture shall support both routing of user traffic entirely via the VPLMN and routing of the user traffic back to the HPLMN. 

17
Support broadcast services.

18
Support network slicing.

19
Support Architecture enhancements for vertical applications.
20
Support dynamic scale-in /scale-out.

* * * End of Changes * * * 
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